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#### Abstract

In this paper, we prove a main theorem dealing the matrix summability of Legendre series using non-negative monotonic non-increasing sequences of function. This paper is more general than [9], [12] and [22].
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## 1. Introduction

The Legendre series associated with the Lebesgne integral function in the linear interval $[-1,1]$ is defined by

$$
\begin{equation*}
f(x) \sim \sum_{n=0}^{\infty} a_{n} P_{n}(x) \tag{1}
\end{equation*}
$$

where $a_{n}=\left(\frac{2 n+1}{2}\right) \int_{-1}^{1} f(t) P_{n}(t) d t$
and Legendre polynomials $P_{n}(x)$, are defined by following expression
$\frac{1}{\sqrt{1-2 x z+z^{2}}}=\sum_{n=0}^{\infty} z^{n} P_{n}(x)$.
However, if the coefficient $a_{n} \mathrm{~s}$ are not restricted by our relation (2), the series (1) is known as series of Legendre polynomials (see [1], [2], [3], [6], [14], [20], [22], [23]). In 1965, Saxena [19] for the first mathematician who introduced the actual concept of uniform Nörlund Summability of Fourier series and which is defined as follows :

Let $u_{0}(x)+u_{1}(x)+u_{2}(x)+\cdots+u_{n}(x)+\cdots$
be any infinite series and define
$V_{m}(x)=u_{0}(x)+u_{1}(x)+u_{2}(x)+\cdots+u_{m}(x)$
$\qquad$

Let $\left\{P_{n}\right\}$ be a sequence of constants, real or complex, and let us write
$P_{n}=p_{0}+p_{1}+p_{2}+\cdots+p_{n}$
If their exits a function $V=v(x)$
such that $\frac{1}{P_{n}} \sum_{k=0}^{n} p_{k}\left\{U_{n-k}(x)-U(x)\right\}=\mathrm{o}(1)$
uniformly in a set E in which $U(x)$ is bounded, then the series (4) is summable $\left(N, p_{n}\right)$ uniformly in E to the sum $U$. Sahani et al. ([16], [17]), Mishra et al.([9], [1], [10], [13], [12]), and Prasad [15], the first Mathematicians to use a study on the behavior of absolute permanent matrix transformation, on the degree of approximation of a function by Nörlund means of its Fourier Laguere series, trigonometric approximation of functions $f(x, y)$ of generalized Lipschitz class by double Hausdorff matrix summability method, trigonometric approximation $L_{p}$-norm. On the degree approximation of signals belonging to generalized weighted Lipschitz $W^{\prime}\left(L^{r}, \xi(t)\right)(r \geq 1)$ Class- by matrix $\left(C^{\prime}, N_{p}\right)$ operator of conjugate series, trigonometric approximation of periodic signals belonging to generalized weighted Lipschitz $W^{\prime}\left(L_{r}, \xi(t)\right)$, ( $r \geq 1$ )- class by Nörlund- Euler $\left(N, p_{n}\right),(E, q)$ operation of conjugate series of Fourier series, Using linear operator to approximate signals of $\operatorname{Lip}(\alpha, p),(p \geq 1)$ class and on the Nörlund summability of Legendre series. In an attempt to make an advance study in this direction we, in this paper establish a more general result than those of [8], [21], and [15] so their results come out as particular case.

## Definition:

Let $T=\left(a_{n, k}\right)$ be an infinite triangular matrix of real constants and $t_{n}(x)$ denote the T-transform of $\left\{S_{n}\right\}$.
Then $\quad t_{m}(x)=\sum_{k=0}^{m} a_{m, k}\left(S_{k}(x)-S(x)\right)$

$$
\begin{equation*}
=\sum_{k=0}^{m} a_{m, m-k}\left(S_{m-k}(x)-S(x)\right) \tag{8}
\end{equation*}
$$

If their exits a function $S(x)$ such that $t_{m}(x)=0(1)$, as $m \rightarrow \infty$
uniformly in E in which $S(x)$ is bounded, then the infinite series $\sum u_{n}$ is summable ( $T$ ) uniformly in E to $S(x)$ (see [9]).

## 2. Main Results

## Theorem:

If $\left\{a_{n, k}\right\}_{k=0}^{\infty}$ be a real, non-negative monotonic non-increasing sequence and $T=\left(a_{n, k}\right)$ be an infinite triangular matrix, where $A_{n, v}=\sum_{k=0}^{v} a_{n, n-k}, A_{n, n}=1$ for $n \geq 0$ and if
$\Psi(t)=\int_{0}^{t}|\Psi(u)| d u=O\left(\frac{\mathrm{x}\left(\frac{1}{t}\right) \cdot t}{\log t^{-1}}\right)$
as $t \rightarrow+0$, uniformly in E in $-1<x<1$ in which $f(x)$ is bounded, where $\mathrm{X}\left(\frac{1}{t}\right)$ and $\frac{\mathrm{X}\left(\frac{1}{t}\right) \cdot t}{\log t^{-1}}$ increases monotonic with $t$, then the Legendre series (1) is summable ( $T$ ) uniformly in E to the sum $f(x)$.

For the proof of our theorem, we require the following

## Lemma 1 (see[21])

$\sum_{v=0}^{n}(2 v+1) P_{v}(x) P_{v}(y)=\frac{(n+1)\left[P_{n+1}(y) P_{n}(x)-P_{n}(y) . P_{n+1}(x)\right]}{y-x}$.
This identity is known as Christoffel's formula of summation.

## Lemma 2 (see [4])

For $0<\varepsilon \leq \gamma \leq \pi-\varepsilon$,
$P_{n}(\cos \gamma)=\sqrt{\frac{2}{\pi n \sin \gamma}} \cos \left[(n+1) \gamma-\frac{\pi}{4}\right]+\mathrm{O}\left(n^{\frac{-3}{2}}\right)$.

## Lemma 3 (see [7])

If $\left\{a_{n, k}\right\}$ is a non-negative and non-increasing sequence with respect to k , then for $0 \leq a<b<\infty$, $0 \leq t \leq \pi$ and for every $n$, we have

$$
\begin{equation*}
\left|\sum_{k=a}^{b} a_{n, k} e^{i(n-k) t}\right|=\mathrm{O}\left[\frac{1}{t} \cdot a_{n, n-\tau}\right] \tag{11}
\end{equation*}
$$

Where $\tau$ is the integral part of $\frac{1}{t}$.

## Lemma 4:

For $0 \leq t<\frac{1}{n},\left|N_{n}(t)\right|=0(n)$ as $n \rightarrow \infty$.

## Proof:

We know that $N_{n}(t)=\sum_{k=0}^{n} a_{n, n-k} \frac{\sin (n-k+1) t}{\sin \frac{t}{2}}$

$$
\begin{aligned}
\therefore\left|N_{n}(t)\right| & \leq\left|\sum_{k=0}^{n} a_{n, n-k} \frac{\sin (n-k+1) t}{\sin \frac{t}{2}}\right| \leq\left|\sum_{k=0}^{n} a_{n, n-k} \frac{(2 n-2 k+2) \sin \frac{t}{2}}{\sin \frac{t}{2}}\right| \leq 4 n \sum_{k=0}^{n} a_{n, n-k} \\
& =4 n \mathrm{O}(1),(\text { by hypothesis of theorem }) \\
& =\mathrm{O}(1) .
\end{aligned}
$$

## Lemma 5 :

$$
\operatorname{For} \frac{1}{n} \leq t \leq \pi, \quad N_{n}(t)=O\left(\frac{A_{n, v}}{t}\right), v \leq n
$$

Proof :

$$
\begin{aligned}
\therefore\left|N_{n}(t)\right| & \leq\left|\sum_{k=0}^{n} a_{n, n-k} \frac{\sin (n-k+1) t}{\sin \frac{t}{2}}\right| \leq\left|\frac{1}{\sin \frac{t}{2}} \operatorname{Im} \sum_{k=0}^{n} a_{n, n-k} e^{i(n-k+1) t}\right| \\
& \leq \frac{\pi}{t} \operatorname{Im} \sum_{k=0}^{n} a_{n, n-k} e^{i(n-k) t} \leq \frac{\pi}{t}\left|\sum_{k=0}^{n} a_{n, n-k} e^{i(n-k) t}\right| \\
& =\frac{\pi}{t} A_{n, v} \quad(\text { by, lemma 3) } \\
& =\mathrm{O}\left(\frac{A_{n, v}}{t}\right) .
\end{aligned}
$$

$\qquad$

## Proof of the theorem.

The $n^{\text {th }}$ partial sum of the series (1) is given by

$$
\begin{align*}
S_{n}(x) & =\sum_{v=0}^{n} a_{v} p_{v}(x) \\
& =\sum_{v=0}^{n}\left(v+\frac{1}{2}\right) \int_{-1}^{1} f(y) p_{v}(y) p_{v}(x) d y \quad(\text { by } 2) \\
& =\sum_{v=0}^{n}\left(\frac{2 v+1}{2}\right) \int_{-1}^{1} f(y) p_{v}(y) p_{v}(x) d y \\
& =\left(\frac{n+1}{2}\right) \int_{-1}^{1}\left\{\frac{p_{n+1}(y) p_{n}(x)-p_{n+1}(x) p_{n}(y)}{y-x} \cdot f(y) d y\right\} \tag{by9}
\end{align*}
$$

Putting $f(y)=1$, then
$\mathrm{I}=\left(\frac{n+1}{2}\right) \int_{-1}^{1} \frac{p_{n+1}(y) p_{n}(x)-p_{n+1}(x) p_{n}(y)}{y-x} d y$
Thus, $S_{n}(x)-f(x)=\frac{n+1}{2} \int_{-1}^{1}[f(y)-f(x)] \cdot \frac{P_{n+1}(y) \cdot P_{n}(x)-P_{n+1}(x) \cdot P_{n}(y)}{y-x} d y$
Hence by (8), we have

$$
\begin{aligned}
t_{n}(x) & =\sum_{k=0}^{n} a_{n, n-k}\left\{s_{n-k}(x)-f(x)\right\} \\
& =\sum_{k=0}^{n} a_{n, n-k} \frac{n-k+1}{2} \int_{-1}^{n} \frac{n-k+1}{2}\{f(y)-f(x)\} \frac{\left\{P_{n-k+1}(y) P_{n-k}(x)-P_{n-k}(y) . P_{n-k+1}(x)\right\}}{y-x} d y \\
& =\sum_{k=0}^{n-1}\left(\frac{n-1+k}{2} a_{n, n-k}\right) \int_{-1}^{1}[f(y)-f(x)]\left\{\frac{\left\{P_{n-k+1}(y) P_{n-k}(x)-P_{n-k}(y) \cdot P_{n-k+1}(x)\right\}}{y-x} d y\right\}+O(1)
\end{aligned}
$$

We define a positive number $S$ which is less than 1 i.e. $S<1$ and also consider it as the sum of other two positive numbers $\beta$ and $\alpha$.

Let $\delta>0$ and $0<\delta<\gamma$ and $\beta x, \beta x^{1}$ be two continuous functions of x such that $\beta x, \beta x^{1} \in(-1,1)$ and which lies within $\delta \leq \beta x \leq \beta, \delta \leq \beta x^{\prime} \leq \beta$.

Thus, for $-1+S \leq x \leq 1-S$, we have,

$$
\begin{align*}
t_{n}(x)= & \sum_{k=0}^{n-1} a_{n, n-k}\left(\frac{n-k+1}{2}\right)\left[\int_{-1}^{x-\beta x}+\int_{x-\beta x}^{x+\beta x^{1}}+\int_{x+\beta x^{1}}^{1}\right] \\
& \int_{-1}^{1}[f(y)-f(x)] \frac{\left[P_{n-k+1}(y) P_{n-k}(x)-. P_{n-k}(y) \cdot P_{n-k+1}(x)\right]}{y-x} d y+O(1) \\
= & \sum_{k=0}^{n-1} a_{n, n-k}\left[A_{n-k}(x)+B_{n-k}(x)+C_{n-k}(x)\right]+\mathrm{O}(1) \tag{14}
\end{align*}
$$

Hobson [8] has shown that uniformly for $s-1 \leq x \leq 1-s$,

$$
\lim _{n \rightarrow \infty} A_{n-k}(x)=0
$$

and $\quad \lim _{n \rightarrow \infty} C_{n-k}(x)=0$.
Now let us suppose that $x=\cos \theta, y=\cos \phi, 0<\theta<\pi$,
$0<\phi<\pi, 0<\varphi<\pi, \quad 1-\gamma=\cos \rho$

$$
\begin{aligned}
& 1-(\beta+\gamma)=1-s=\cos (\rho+\sigma) \\
& \rho>0, \sigma>0, \text { then we have } \\
& 0<\rho<\frac{\pi}{2} \text { and } \rho+\sigma<\frac{\pi}{2}
\end{aligned}
$$

Thus if $\xi$ denote the minimum of $\left[\cos ^{-1} u-\cos ^{-1}(u+\beta)\right]$ for $u \in(1,1-\beta)$,
we have on the lines of Sansone [21],
$B_{n-k}(\cos \theta)=\frac{n-k+1}{2} \int_{\theta-\xi}^{\theta+\xi}[f(\cos \phi)-f(\cos \theta)] \sin \phi \cdot \frac{p_{n-k+1}(\cos \phi) p_{n-k}(\cos \theta)-p_{n-k}(\cos \phi) p_{n-k+1}(\cos \theta)}{\cos \phi-\cos \theta} d \phi$.
In which $\rho+\sigma \leq \theta \leq \pi-(\rho+\sigma), 0<\xi \leq \sigma$, using lemma 2
and for $\alpha=\beta=0$ we get after simplification
$B_{n-k}(\cos \theta)=\frac{1}{2 \pi \sqrt{\sin \theta}} \int_{\theta-\xi}^{\theta+\xi}\{f(\cos \phi)-f(\cos v) \sqrt{\sin \phi}\}.\left\{\frac{\sin (n-k+1)(\theta-\phi)}{\sin \frac{\theta-\phi}{2}}+\frac{\sin (n-k+1)\left(\theta+\phi-\frac{\pi}{2}\right)}{\sin \frac{\theta-\phi}{2}}+O\left[\frac{1}{(n-k)^{2}}\right]\right\} d \varphi$
Thus,

$$
\begin{align*}
t_{n}(x) & =\frac{1}{2 \pi \sqrt{\sin \theta}} \sum_{k=0}^{n-1} a_{n, n-k} \int_{\theta-\xi}^{\theta+\xi}[f(\cos \phi)-f(\cos \theta)] \sqrt{\sin \phi} \cdot\left\{\frac{\sin (n-k+1)(\theta-\phi)}{\sin \left(\frac{\theta-\varphi}{2}\right)}+\frac{\sin (n-k+1)\left(\theta+\phi-\frac{\pi}{2}\right)}{\sin \left(\frac{\theta+\varphi}{2}\right)}\right\}+\mathrm{O}\left[\frac{1}{(n-k)^{2}}\right] d \varphi \\
& =J_{1}+J_{2}+J_{3} \tag{15}
\end{align*}
$$

For $J_{1}$,

$$
\begin{align*}
J_{1}= & \frac{1}{\pi \sqrt{\sin \theta}} \sum_{k=0}^{n-1} a_{n, n-k} \int_{0}^{\xi}[f(\cos (\theta-t))-f(\cos \theta)] \sqrt{\operatorname{Sin}(\theta-t)} \cdot \frac{\sin (n-k+t) t}{\sin \frac{t}{2}} d t \\
& =\frac{1}{\pi \sqrt{\sin \theta}} \int_{0}^{\xi}[f\{\cos (\theta-t)\}-f(\cos \theta)] \sqrt{\sin (\theta-t)} \cdot \sum_{k=0}^{n-1} a_{n, n-k} \frac{\sin (n-k+1) t}{\sin \frac{t}{2}} \mathrm{dt} \\
& =\mathrm{O}\left[\int_{0}^{\xi}|\Psi(t)| \cdot N_{n}(t) d t\right] \quad \quad \quad \text { by given condition ) } \\
& =\mathrm{O}\left[\int_{0}^{\frac{1}{n}}+\int_{\frac{1}{n}}^{\xi}\right]|\Psi(t)|\left|N_{n}(t)\right| d t \\
& =J_{1.1}+J_{1.2} \tag{16}
\end{align*}
$$

Using lemma 4 in $J_{1.1}$, we have

$$
\begin{aligned}
J_{1.1} & =\mathrm{O}\left[\int_{o}^{\frac{1}{n}}|\Psi(t)|\left|N_{n}(t)\right| d t\right] \\
& =\mathrm{O}\left[n \int_{0}^{\frac{1}{n}}|\Psi(t)| d t\right]=\mathrm{O}\left[n O\left(\frac{\frac{1}{n} \cdot \mathrm{X}(n)}{\log n}\right)\right], \text { by given condition } \\
& =\mathrm{O}\left[\left(\frac{\Psi(n)}{\log n}\right)\right] \\
& =\mathrm{O}(1) \text { as } n \rightarrow \infty
\end{aligned}
$$

$\qquad$

$$
\begin{equation*}
=\mathrm{O}(1), \text { as } n \rightarrow \infty, \text { uniformly in } E . \tag{17}
\end{equation*}
$$

Again, using lemma 5, we have

$$
\begin{align*}
& J_{1.2}=\mathrm{O}\left[\int_{\frac{1}{n}}^{\xi}|\Psi(t)|\left|N_{n}(t)\right| d t\right] \\
& =\mathrm{O}\left[\int_{\frac{1}{n}}^{\xi}|\Psi(t)| \frac{A_{n, v}}{t} d t\right] \\
& =O\left[\frac{A_{n, v}}{t} \Psi(t)\right]_{\frac{1}{n}}^{\xi} \mathrm{O}\left[\int_{\frac{1}{n}}^{\xi} \frac{A_{n, v}}{t^{2}} \Psi(t) d t\right]+\mathrm{O}\left[\int_{\frac{1}{n}}^{\xi} \frac{\Psi(t)}{t} d\left(A_{n, v}\right)\right] \\
& =\mathrm{O}\left[\frac{A_{n, v}}{t} O\left(\frac{t \cdot \mathrm{X}\left(\frac{1}{t}\right)}{\log t^{-1}}\right)\right]_{\frac{1}{n}}^{\xi}+\mathrm{O}\left[\int_{\frac{1}{n}}^{\xi} \frac{A_{n, v}}{t^{2}} O\left(\frac{t \cdot \mathrm{X}\left(\frac{1}{t}\right)}{\log t^{-1}}\right)\right]+\mathrm{O}\left[\int_{\frac{1}{n}}^{\xi} O\left(\frac{t \cdot \mathrm{X}\left(\frac{1}{t}\right)}{\log t^{-1}}\right) d \frac{A_{n}, v}{t}\right] \\
& =\mathrm{O}\left[A_{n, \frac{1}{\xi}} \frac{\mathrm{X}\left(\frac{1}{\xi}\right)}{\log \left(\frac{1}{\xi}\right)}\right]+\mathrm{O}\left[\frac{A_{n, n} \mathrm{X}(n)}{\log n}\right]+\mathrm{O}\left[\frac{\mathrm{X}(n)}{n \log n} \frac{\int_{\frac{1}{n}}^{\xi}}{\left.\frac{A_{n, v}}{t^{2}} d t\right]+\mathrm{O}\left[\frac{\mathrm{X}(n)}{n \log n} \frac{\int_{\frac{1}{n}}^{\xi}}{\left.\frac{d\left(A_{n, v}\right)}{t}\right] \text {, (by hypothesis of the theorem) }} \text {, }{ }^{2}\right. \text {. }}\right. \\
& =\mathrm{O}(1)+\mathrm{O}\left[O(1) \frac{\mathrm{X}(n)}{\log n}\right]+\mathrm{O}\left[\frac{\mathrm{X}(n)}{n \log n}\left\{\left(\frac{A_{n, v}}{t}\right)_{\frac{1}{n}}^{\xi}+\int_{\frac{1}{n}}^{\xi} \frac{d\left(A_{n, v}\right)}{t}\right\}\right]+\mathrm{O}\left[\frac{\mathrm{X}(n)}{n \log n} \int_{\frac{1}{n}}^{\xi} \frac{d\left(A_{n, v}\right)}{t}\right] \\
& =\mathrm{O}(1)+\mathrm{O}\left[\frac{\mathrm{X}(n)}{\log n}\right]+O\left[\frac{\mathrm{X}(n)}{n \log n}\left(\frac{A_{n}, v}{t}\right)_{\frac{1}{n}}^{\xi}\right]+\mathrm{O}\left[\frac{\mathrm{X}(n)}{n \cdot \log n} \frac{1}{\frac{1}{n}} \frac{\xi\left(A_{n, v}\right)}{t}\right] \\
& =\mathrm{O}(1)+\mathrm{O}\left[\frac{\mathrm{X}(n)}{\log n}\right]+\mathrm{O}\left[\frac{\mathrm{X}(n)}{\log n} A_{n, n}\right]+\mathrm{O}\left[\frac{\mathrm{X}(n)}{n \log n} \int_{\frac{1}{\xi}}^{n} u d\left(A_{n, u}\right)\right]+\mathrm{O}\left[\frac{\mathrm{X}(n)}{n \cdot \log n}\left(\frac{A_{n, \frac{1}{\xi}}^{\xi}}{\xi}\right)\right]\left(\because u=\frac{1}{t}\right) \\
& =\mathrm{O}(1)+\mathrm{O}\left[\frac{\mathrm{X}(n)}{n \log n} n \int_{\frac{1}{\xi}}^{n} d\left(A_{n, u}\right)\right]+\mathrm{O}(1)+\left[\frac{\mathrm{X}(n)}{\log n} O(1)\right]+\mathrm{O}\left[\frac{\mathrm{X}(n)}{\log n}\right] \\
& =\mathrm{O}(1)+\left[\frac{\mathrm{X}(n)}{\log n} \sum_{k=0}^{n} a_{n, n-k}\right]+\mathrm{O}(1)+\mathrm{O}\left(\frac{\mathrm{X}(n)}{\log n}\right)+\left(\frac{\mathrm{X}(n)}{\log n}\right) \\
& =\mathrm{O}(1)+\mathrm{O}\left[\frac{\mathrm{X}(n)}{\log n}\right]+\left[\frac{\mathrm{X}(n)}{\log n}\right]+\mathrm{O}(1) \\
& =\mathrm{O}(1)+\mathrm{O}(1)+\mathrm{O}(1)+\mathrm{O}(1) \text {, as } n \rightarrow \infty \text {, (by the given condition ) } \\
& =\mathrm{O}(1) \text {, as } n \rightarrow \infty \text {, uniformly in } E \text {. } \tag{18}
\end{align*}
$$

Similarly, $J_{2}=O(1)$, as $n \rightarrow \infty$, and $J_{3}=O(1)$, as $n \rightarrow \infty$, uniformly in $E$.
Combining (15), (16),(17), (18) and (19), we get the required results.
This completes the proof of the theorem.

## Conclusion

In this paper, we prove a general theorem for some problems on approximation of function (signals) using in matrix summability of Legendre series. This general theorem enriches the literature of summability theory and create basis for future researchers.
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